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Dear Chairs Eldridge and Cronin, and members of the committee, 
 
My name is Joy Buolamwini, and I am the founder of the ​Algorithmic Justice League (AJL)​, 
based in Cambridge, Massachusetts. I established AJL to create a world with more ethical and 
inclusive technology after experiencing ​facial analysis software failing to detect my dark-skinned 
face until I put on a white mask.​ I’ve shared this experience of algorithmic bias in op-eds for 
Time Magazine and the New York Times as well as a TED featured talk with over 1 million 
views.  My MIT thesis and subsequent research ​studies uncovered large skin type and gender 1

bias in AI services from companies like​ ​Microsoft, IBM​, and​ ​Amazon​.  This research has been 2

covered in over 40 countries and has been featured in the mainstream media including FOX 
News, MSNBC, CNN, PBS, Bloomberg, Fortune, BBC, and even the Daily Show with Trevor 
Noah.  ​I write in support of S.1385 and H.1538, legislation to establish a moratorium on 3

government use of face recognition and emerging biometric surveillance technologies. 
 

                              

 
Figure 1. Intersectional Skin Type and Gender Classification Accuracy Disparities. 

                                                         www.gendershades.org 
 

I write to you as both a researcher and someone who has personally experienced erasure and 
bias from machines that attempt to analyze human faces. 

1 ​The Hidden Dangers of Facial Analysis​, New York Times print run ​June 22, 2018, Page A25, online 
https://www.nytimes.com/2018/06/21/opinion/facial-analysis-technology-bias.html​; Artificial Intelligence 
Has a Problem With Gender and Racial Bias. Here’s How to Solve It, Time Magazine Optimist Edition 
http://time.com/5520558/artificial-intelligence-racial-gender-bias/​; How I am Fighting Bias in Algorithms, 
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms 
2 Joy Buolamwini, Timnit Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial 
Gender Classification (February 2018), 
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf​; Inioluwa Raji, Joy Buolamwini, 
Actionable Auditing: Investigating the Impact of Publicly Naming Biased Performance Results of 
Commercial AI Products (January 2019), 
http://www.aies-conference.com/wp-content/uploads/2019/01/AIES-19_paper_223.pdf  
3 See references of notable press mentions at ​www.poetofcode.com/press  
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I wish to make five main points to inform deliberations: 
 

● First, facial recognition technology is expanding rapidly, with little to no formal oversight. 
● Second, this is occurring even though the threat of face surveillance puts civil liberties at 

risk, in particular endangering traditionally marginalized and vulnerable populations. 
● Third, failures of a broad set of facial analysis technologies including facial recognition 

technology have real and dire consequences for people’s lives, including in critical areas 
such as law enforcement, housing, employment, and access to government services. 

● Fourth, the development and evaluation of these technologies raise an additional set of 
privacy and fairness concerns. 

● Fifth and finally, given what we already know about critical flaws of facial analysis 
technology, the state of Massachusetts should enact a moratorium that halts government 
adoption of face surveillance tools unless and until appropriate regulatory mechanisms 
are put in place. 

 
I. Facial Recognition Technology is Expanding Rapidly, with Little to No Formal 
Oversight 
Facial recognition technology (FRT) which aims to analyze video, photos, thermal captures, or 
other imaging inputs to identify or verify a unique individual is increasingly infiltrating our lives. 
Facial recognition systems are being provided to airports, schools, hospitals, stadiums, shops, 
and can readily be applied to existing cameras systems installed in public and private spaces.   4

Companies like Facebook and Ever use FRT to identify faces in photos uploaded to their 
platforms with little transparency and consent practices that do not disclose the full extent to 
which sensitive biometric data is being used.  Mobile device manufacturers like Apple and 5

Samsung enable face-based authentication to secure phones and tablets, though the systems 
can be fooled.   6

 
Additionally, there are already documented cases of the use of FRT by government entities that 
breach the civil liberties of civilians through invasive surveillance and targeting. ​Facial 
recognition systems can power mass face surveillance for the government – and already there 

4 We Built an ‘Unbelievable’ (but Legal) Facial Recognition Machine 
https://www.nytimes.com/interactive/2019/04/16/opinion/facial-recognition-new-york-city.html 
5  ​James Vincent, “A photo storage app used customers’ private snaps to train facial recognition AI” in 
The Verge (May 2019) 
https://www.theverge.com/2019/5/10/18564043/photo-storage-app-ever-facial-recognition-secretly-trained
-ai​. See Jennifer Lynch’s 2012 Senate Testimony for a deeper dive on how Facebook failed to obtain 
consent in employing the photos of use to develop its facial recognition capabilities: 
.​iuuqt;00xxx/kvejdjbsz/tfobuf/hpw0jnp0nfejb0epd023.8.29MzodiUftujnpoz/qeg  
6 ​Guy Birchall and Tom Michael, “Is the iPhone Racist? Chinese users claim iPhoneX face recognition 
can’t tell them apart,” in The Sun UK (December 2017) 
https://www.thesun.co.uk/news/5182512/chinese-users-claim-iphonex-face-recognition-cant-tell-them-apa
rt/ 
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are documented excesses, such as explicit minority profiling in China  and undue police 7

harassment in the UK.  Although, in the United States, the performance metrics of facial 8

recognition systems used by the police are not mandated to be public, recent alarming 
individual cases of faulty facial recognition resulting in false accusations  and even arrests  add 9 10

to already identified systemic causes for concern.  11

 
Beyond the commercial applications, companies like Amazon and IBM put civilians at further 
risk by providing facial recognition systems to law enforcement and government agencies with 
no required oversight. On the military side, Microsoft recently signed a $480 million deal to 
equip the U.S. Department of Defense with HoloLens to facilitate the training and combat of 
active military personnel.  The HoloLens project could employ Microsoft's existing facial 12

recognition capabilities in an aim to increase lethality. Similarly, reports of IBM’s sale of its facial 
recognition technology to the Philippine government  and Amazon’s association with the CIA 13

and alleged sale of facial recognition technology to the FBI  create concern for civilian risks 14

accrued by the widespread implementation of this technology in the absence of adequate 
checks and balances.  
 
  

7 Paul Mozur, “One Month, 500,000 Face Scans: How China Is Using A.I. to Profile a Minority” in New 
York Times (April 2019) 
https://www.nytimes.com/2019/04/14/technology/china-surveillance-artificial-intelligence-racial-profiling.ht
ml  
8 Silkie Carlo, “We’ve got to stop the Met Police’s dangerously authoritarian facial recognition 
surveillance” in Metro UK (July 2018) 
https://metro.co.uk/2018/07/06/weve-got-to-stop-the-met-polices-dangerously-authoritarian-facial-recognit
ion-surveillance-7687833/​ ; Big Brother Watch, “Face Off: The Lawless Growth of Facial Recognition in 
UK Policing” (May 2018), 
https://bigbrotherwatch.org.uk/wp-content/uploads/2018/05/Face-Off-final-digital-1.pdf  
9 Jeremy C. Fox, “Brown University student mistakenly identified as Sri Lanka bombing suspect.” in 
Boston Globe (April 2019), 
https://www.bostonglobe.com/metro/2019/04/28/brown-student-mistaken-identified-sri-lanka-bombings-su
spect/0hP2YwyYi4qrCEdxKZCpZM/story.htm​ l 
10Bah v. Apple Inc., 19-cv-03539, U.S. District Court, Southern District of New York, official lawsuit of 
18-year old African American teenage boy misidentified in Apple Stores and suing for 1 Billion in 
damages (April 2019),  
11Clare Garvie et al., “The Perpetual Line-up: Unregulated Police Face Recognition In America.” (October 
2016) ​https://www.perpetuallineup.org/  
12  Makena Kelly, “Microsoft secures $480 million HoloLens contract from US Army” in The Verge 
(November 2018) 
iuuqt;00xxx/uifwfshf/dpn03129022039029227:4:0njdsptpgu.bsnz.ipmpmfot.591.njmmjpo.dpousbdu.nbhjd.m
fbq 
13 George Joseph ”Inside the Surveillance Program IBM Built for Rodrigo Duterte” in The Intercept (March 
2019) ​iuuqt;00uifjoufsdfqu/dpn0312:0140310spesjhp.evufsuf.jcn.tvswfjmmbodf0 
14 Frank Konkel, “The Details About the CIA's Deal With Amazon” in The Atlantic (July 2014) 
https://www.theatlantic.com/technology/archive/2014/07/the-details-about-the-cias-deal-with-amazon/374
632/​ “The FBI is Trying Amazon’s Facial-Recognition Software” in Next Gov 
https://www.nextgov.com/emerging-tech/2019/01/fbi-trying-amazons-facial-recognition-software/153888/ 
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II. Face Surveillance Presents Risks, in Particular Endangering Traditionally Marginalized 
and Vulnerable Populations 
Facial analysis technology, and face recognition in particular, raises a number of important 
risks, especially when adopted by government agencies. Indeed, while making investments to 
realize economic gains from computer vision technology, Microsoft acknowledges some of the 
risks posed by the face-based applications of the technology, explicitly stating:  
 

First​, especially in its current state of a development, certain uses of facial recognition technology 
increase the risk of decisions and, more generally, outcomes that are biased and, in some cases, 
in violation of laws prohibiting discrimination. ​Second​, the widespread use of this technology can 
lead to new intrusions into people’s privacy. ​And third​, the use of facial recognition technology by 
a government for mass surveillance can encroach on democratic freedoms.   15

- Brad Smith, President, Microsoft -  December 2018 

 
Figure 2. Screen Capture of Microsoft Azure Computer Vision API describes Michelle Obama as a “young 

man,” showing successful face detection accompanied by erroneous image captioning and serving as a reminder that 
commercial AI systems are fallible.  16

 
These risks fall disproportionately on already marginalized people. This rapidly expanding 
technology can amplify inequalities, and poses unprecedented privacy risks as the face is an 
immutable high visibility identifier. The threat of face surveillance puts civil liberties at risk, in 
particular endangering vulnerable populations. Despite these harms and more, the technology is 

15 Brad Smith, “Facial recognition: It’s time for action” in Microsoft on the Issues (December 2018) 
https://blogs.microsoft.com/on-the-issues/2018/12/06/facial-recognition-its-time-for-action/ 
16 See full demonstration at 
https://medium.com/@Joy.Buolamwini/when-ai-fails-on-oprah-serena-williams-and-michelle-obama-its-tim
e-to-face-truth-bf7c2c8a4119 
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being readily adopted in consumer, business, government, and military contexts in the absence 
of regulation, safeguards, transparency and accountability. A paucity of patchwork regulation 
persists, even in the face of resistance from concerned civilians and expressed concern from 
civil rights groups, including the Congressional Black Caucus ; opposition from tech workers 17

and shareholders ; caution from AI experts , and the 2019 city bans in San Francisco, 18 19

Oakland, Berkely and Somerville, MA  which all show the growing public awareness of the 20

dangers posed by unregulated, unproven, and at times unwanted facial recognition technology.  
 
While this month, the state of California has enacted a 3-year moratorium on facial recognition 
on police body cameras following legislation in New Hampshire and Oregon to limit police use,  21

we must remember the risks of face surveillance extend beyond law enforcement use. The state 
of Massachusetts has an opportunity to lead with a broader moratorium on government use of 
face surveillance tools. The Massachusetts government must act now to protect the public 
interest by putting in place limitations on facial recognition technology and measures for 
consent, privacy protections, meaningful transparency, and continuous oversight.  

Facial Recognition is part of a wider Family of Facial Analysis Technologies that Require 
Oversight 

17 Letter to Amazon about Facial Recognition Technology, Congressional Black Caucus: 
https://cbc.house.gov/news/documentsingle.aspx?DocumentID=896 
Letter from Nationwide Coalition to Amazon CEO Jeff Bezos regarding Rekognition, Civil Rights Group 
Coalition: ​https://www.aclu.org/letter-nationwide-coalition-amazon-ceo-jeff-bezos-regarding-rekognition​, 
Public Petition to Stop Amazon from Selling Facial Recognition Technology: 
https://action.aclu.org/petition/amazon-stop-selling-surveillance 
18 Letter from Shareholders to Amazon CEO Jeff Bezos regarding Rekognition, Amazon Shareholders: 
https://www.aclu.org/letter/letter-shareholders-amazon-ceo-jeff-bezos-regarding-rekognition​; Alexa 
Lardieri, “Amazon Employees Protesting Sale of Facial Recognition Software” in US News (October 
2018) 
https://www.usnews.com/news/politics/articles/2018-10-18/amazon-employees-protesting-sale-of-facial-re
cognition-software 
19 Dina Bass, “Amazon Schooled on AI Facial Technology By Turing Award Winner” in Bloomberg (April 
2019), 
https://www.bloomberg.com/news/articles/2019-04-03/amazon-schooled-on-ai-facial-technology-by-turing
-award-winner​;​; Concerned Researchers author “On Recent Research Auditing Commercial Facial 
Analysis Technology” (March 2019), 
https://medium.com/@bu64dcjrytwitb8/on-recent-research-auditing-commercial-facial-analysis-technology
-19148bda1832 
Open Letter to Amazon against Police and Government use of Rekognition from Researchers: 
https://www.icrac.net/open-letter-to-amazon-against-police-and-government-use-of-rekognition/ 
20 Tom McKay, “Berkeley Becomes Fourth U.S. City to Ban Face Recognition in Unanimous Vote” in 
Gizmodo (October 2019), 
https://gizmodo.com/berkeley-becomes-fourth-u-s-city-to-ban-face-recogniti-1839087651  
21 Chris Mills Rodrigo, “California Blocks Police Body Cameras From using Facial Recognition” in The Hill 
(October 2019), 
“​https://thehill.com/policy/technology/464991-california-blocks-police-body-cameras-from-using-facial-reco
gnition  
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Critically, we must remember that facial recognition is but a subset of a family of facial analysis 
tasks that can be developed to not only recognize an individual’s unique biometric signature but 
can also learn soft biometrics like age, gender, and race or attempt to make nonbiometric 
inferences about emotions or neurological state even if there isn’t underlying scientific evidence 
to support the inference. Facial analysis technology that can somewhat accurately determine 
demographic or phenotypic attributes like skin type can be used to profile individuals, leaving 
certain groups more vulnerable for unjustified stops. An Intercept investigation reported that IBM 
used secret surveillance footage from NYPD and equipped the law enforcement agency with 
tools to search for people in video by hair color, skin tone, and facial hair.  Such capabilities 22

raise concerns about the automation of racial profiling by police in the United States. 
Deliberations to regulate facial ​recognition​ technology need to contend with a broader set of 
facial ​analysis​ technology capabilities that go beyond identifying unique individuals.  

 
Figure 3. Example human-centric vision tasks for single images.  23

22 “IBM Used NYPD Footage to Develop Skin Color Video Search” in The Intercept ( September 2018) 
https://theintercept.com/2018/09/06/nypd-surveillance-camera-skin-tone-search/ 
23 Dina Bass, “Amazon Schooled on AI Facial Technology By Turing Award Winner” in Bloomberg (April 
2019), 
https://www.bloomberg.com/news/articles/2019-04-03/amazon-schooled-on-ai-facial-technology-by-turing
-award-winner​;​; Concerned Researchers author “On Recent Research Auditing Commercial Facial 
Analysis Technology” (March 2019), 
https://medium.com/@bu64dcjrytwitb8/on-recent-research-auditing-commercial-facial-analysis-technology
-19148bda1832 
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Facial analysis technology that fall outside the traditional technical definitions of facial 
recognition, including those that enable the collection of demographic information like age, 
gender or race, the inference of health condition from the analysis of skin exposed on a face, or 
the assignment of behavioral traits, can propagate harms by enabling unfair differential pricing 
of goods, sharing health status without consent to third-parties, or systematizing discriminatory 
access. For example Facebook has a patent application for video technology to enable retailers 
to access information about an individual entering a store using the vast collection of sensitive 
face biometrics data they have stored on the over 2 billion users of the social media platform. 
One use case presented in the patent involves determining the trustworthiness of an individual 
based on social media activity and determining access to high value products based on the 
trustworthiness score.  24

Instead of limiting legislation on facial analysis technology to facial recognition capabilities, 
lawmakers should make sure to consider adjacent use cases that can propagate harms or lead 
to illegal forms of discrimination using information assessed from a face that is not necessarily 
uniquely identifying. Figure 3 provides a sampling of the different kinds of computer vision tasks 
that can incorporate human heads and faces. 

The following section will explore failed applications of face recognition and analysis technology 
that are in urgent need of government oversight and complement timely reports from the 
Georgetown Law Center on Privacy & Technology that provide detailed explorations of face 
surveillance in the United States, unlawful airport use of face scans, unregulated police use of 
facial recognition technology, and flawed data practices employed by law enforcement officers 
misusing facial recognition technology.  25

 
III. ​Failures of Face-Based Technologies Can Have Substantial Negative Consequences 
Though the use of facial recognition and analysis systems is increasing, there are notable age, 
gender, race and phenotypic accuracy disparities that heighten the disparate impact risks of 
using these systems and other face-based tools in sensitive domains such as law enforcement, 
housing, and employment. ​Regardless of accuracy, face-based tools can be abused in the 
hands of authoritarian governments, unfettered advertisers, or personal adversaries; and, as it 
stands, peer-reviewed research studies and real-world failure cases remind us that the 
technology is susceptible to consequential bias and misuse. 
 
 
 

24 Natasha Singer, “Facebook’s Push for Facial Recognition Prompts Privacy Alarms” in New York Times 
(July 2018) ​https://www.nytimes.com/2018/07/09/technology/facebook-facial-recognition-privacy.html 
25All Georgetown Law Center on Privacy & Technology reports can be found here: 
iuuqt;00xxx/mbx/hfpshfupxo/fev0qsjwbdz.ufdiopmphz.dfoufs0qvcmjdbujpot0 
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